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Abstract
State-of-the art approaches to speech synthesis are unit
selection based concatenative speech synthesis (USS) and
hidden Markov model based Text to speech synthesis
(HTS). The former is based on waveform concatenation
of subword units, while the latter is based on generation
of an optimal parameter sequence from subword HMMs.
The quality of an HMM based synthesiser in the HTS
framework, crucially depends on an accurate description
of the phoneset, and accurate description of the ques-
tion set for clustering of the phones. Given the num-
ber of Indian languages, building a HTS system for ev-
ery language is time consuming. Exploiting the proper-
ties of Indian languages, a uniform HMM framework for
building speech synthesisers is proposed. Apart from the
speech and text data used, the tasks involved in building
a synthesis system can be made language-independent. A
language-independent common phone set is first derived.
Similar articulatory descriptions also hold for sounds that
are similar. The common phoneset and common question
set are used to build HTS based systems for six Indian
languages, namely, Hindi, Marathi, Bengali, Tamil, Tel-
ugu and Malayalam. Mean opinion score (MOS) is used
to evaluate the system. An average MOS of 3.0 for nat-
uralness and 3.4 for intelligibility is obtained for all lan-
guages.

1. Introduction
A successful technique for speech synthesis is the unit
selection-based concatenative synthesis (USS). This sys-
tem selects and concatenates pre-recorded speech units in
the database such that the target and concatenation costs
are minimised [1]. In order to obtain high-quality syn-
thetic speech, the size of the database required is large,
to ensure that sufficient examples for each unit in ev-
ery possible context is available. This results in a large
footprint for USS systems.

A recent approach to speech synthesis is statistical
parametric synthesis. This method involves the genera-
tion of context-dependent HMMs which are concatenated
to form a sentence HMM, corresponding to the input text
provided. Unlike the USS approach, the prosodic char-
acteristics of the voice can be modified by simply varying

the HMM parameters [2],[3] thereby reducing the require-
ment for large amount of data requirement.

A HMM-based speech synthesis system requires the
following: (a) text data in a language, (b) speech data
corresponding to the text, (c) time-aligned phonetic tran-
scription, (d) context-specific features for phones if they
exist (e) a question set for tying phone models. (a) and
(b) are language dependent, while the rest of the mod-
ules can be made language-independent in the Indian lan-
guage context.

In India most languages can be classified as Aryan
and Dravidian or a mix of both. In the current work
six languages are chosen Hindi, Marathi, Bengali, Tamil,
Malayalam and Telugu. Indian languages have several
phonetic similarities among them [4], which suggests the
possibility of a compact, common phone set for all the
languages. Deriving time-aligned phonetic transcription
is a tedious task. The acoustic similarity among the same
phones of different languages leads to a set of common,
context-independent set of acoustic models that can be
used for segmenting the speech signal into phonemes.
Further, a common question set can also be derived that
can be used for clustering in the HTS framework. This is
the primary motivation for this paper. This work is mo-
tivated by the efforts of [5] in the context of building syn-
thesis for all the languages of the world. In this work, the
focus is restricted to build systems for Indian languages
which number about 1652 at the time of this writing [6].
The ultimate goal is to build a generic text-to-speech sys-
tem for Indian languages which can be adapted for new
languages using a small amount of adaptation data.

The paper is organised as follows: Section 2 describes
the speech corpora. In order to provide the appropriate
context, in Section 3 the HMM based speech synthesiser
is described with particular emphasis on different mod-
ules. Section 4 discusses how a common phone set, com-
mon acoustic models, and a common question set are
obtained. Section 5 describes the Indian language syn-
thesiser. Section 6 gives the performance analysis and
Section 7 concludes the paper.
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2. Speech Corpora
In the work presented in [7], speech data is collected for
six of the Indian languages, namely, Tamil, Malayalam,
Telugu, Hindi, Marathi and Bengali for building an USS
based system. 12 hrs of speech data is collected from a fe-
male speaker (voice talent) for each of the languages sepa-
rately, in a studio environment at 16KHz, 16bits/sample.
The data consists of sentences from short stories, novels,
science, sports, and news bulletins.

3. HMM-Based Speech Synthesiser
HMM-based speech synthesis consists of a training and
synthesis phase. In the training phase, spectral pa-
rameters, namely, Mel generalised cepstral coefficients
(mgc) and their dynamic features, the excitation pa-
rameters, namely, the log fundamental frequency (lf0)
and its dynamic features, are extracted from the speech
data. Using these features and the time-aligned phonetic
transcriptions, context-independent monophone HMMs
are trained [2]. The basic subword unit considered for
the HMM-based system is the context-dependent pen-
taphone. For Indian language synthesis too, the penta-
phone is considered as the basic subword. The UTF-
8 text is converted to a sequence of pentaphones. As
in conventional HTS, the context-dependent models are
initialised with a set of context-independent monophone
HMMs. A sequence of steps based on the common ques-
tion set, is used for state-tying, which results in tree based
clustering of states[8].

In the synthesis phase, again as in conventional
HTS, context-dependent label files are generated for the
given text and the required context-dependent HMMs
are concatenated to obtain the sentence HMM. Spec-
tral and excitation parameters are generated for the sen-
tence and a speech waveform is synthesised. This pro-
cess is illustrated in Fig. 1 [2]1. As mentioned in Sec-
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Figure 1: Overview of HMM-Based Speech Synthesis

tion 1, except for the text and speech data, which are
language-dependent, the rest of the modules can be made
language-independent by preparing a common phone set
and common question set. The following section de-
scribes the common attributes across different Indian lan-

1This figure has been redrawn from [2]

guages that can be shared to prepare common phone set,
acoustic models, and question set.

4. Sharing Common Attributes
4.1. Phone Set
A list of phones in each of the six languages considered
in this paper, namely, Tamil, Malayalm, Telugu, Hindi,
Marathi and Bengali, is shown in Figs. 2 and 3. A tag
v is associated with some sounds for Tamil to denote
the voiced counterparts. It is observed that there are 25
phones that are common to all six languages. Each lan-
guage has 10 to 12 vowels, out of which 8 are common to
all. Most consonants among different languages are ob-
served to be phonetically similar. This is also confirmed
by the studies of Prahalad et al. in [9]. 33 consonants are
common to all languages, except Tamil, which has only
26 consonants as against 33 or 34 in others. For exam-
ple, the short and long vowels for /a/, /i/ and /u/ are
present in all the six languages. While Tamil, Malayalam
and Telugu also have long vowels for /e/ and /o/, the
Aryan languages have long vowels for /a/, /i/ and /u/
only. There are some sounds that are unique to some lan-
guages. The retroflex /zh/ is present only in Tamil and
Malayalam. Tamil does not have any aspirated conso-
nants. The palatals /c/, /ch/, /j/, /jh/ are all affricates
in Indian languages. Most of the questions for Hindi were
first derived from [10]. Given the common phoneset, it
was observed that a Question Set of 53 questions is suffi-
cient to cover the common phone set. Additionally, rules
are included for specific languages. Altogether a set of
60 questions are prepared. The phones are grouped and
mapped to labels that are closest based on the Inter-
national Phonetic Alphabet (IPA). The IPA labels are
modified to exclude special characters for convenience.
The IPA labels map directly to the graphemes of each
language (Figure 2 and 3) 2. We now list the rationale
for the development of the common phone set:

1. Rules for mapping similar sounds across languages:
This common phoneset is a standard set of la-
bels (in Roman script) for speech sounds com-
monly used in Indian languages. This document
lists the label set for 13 languages (currently being
processed by ASR/TTS consortia of TDIL, DIT,
Government of India). These labels are used for
computer processing of spoken Indian languages.

(a) Similar sounds in different languages are
given a single label.

(b) The IPA symbol refers to an exemplar
(Hindi/Tamil/other) language.

(c) This is not an IPA chart of sounds of Indian
languages.

(d) The label set is designed such that the native
script is largely recoverable from the translit-
eration.

A label may consist of a sequence of alphanumeric
characters of the Roman alphabet; they will not
contain any special character such as quote, hy-
phen etc. All labels are in lower case even though

2This is a partial set. Mapping is available for all 13 lan-
guages from the authors
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Figure 2: Common Phone Set

the labels are case insensitive. Since the number of
speech sounds are larger than the Roman alphabet,
a system of suffixes as well as letter combinations
are used for labels.

2. Notes on suffixes:

(a) Aspiration: Use suffix h to denote aspiration:
k (क) versus kh (ख).

(b) Retroflex consonants: Use suffix x to denote
retroflex place of articulation: t (त) versus tx
(ट).

(c) Nukta/bindu: Use suffix q to denote a
nukta/bindu: dx (ड) versus dxq (ड़). Nukta
(a dot below the glyph) may denote a
flap/tap or a fricative variant of the conso-
nant. Bindu (a dot above a [vowel] glyph)
denotes a nasal after the vowel; the place of

Figure 3: Common Phone Set (contd.)

articulation of the nasal will be the same as
that of the following consonant. If there is no
consonant after the bindu, the vowel is nasal-
ized.

(d) Nasalized vowel: Use suffix n to denote nasal-
ization of a vowel: k a h aa (कहा) versus k a
h aan (कहा)ँ.

(e) Geminated sounds: The label for a geminated
consonant is the label of the corresponding
single consonant with the first letter of the
label repeated. Example: p a k aa (पका)
versus p a kk aa (पकका) in Hindi; a dd aa
(अद्दा) in Hindi; a ll a m (అలǞƮ) (ginger in
Telugu).

(f) Other special cases: Use suffix x to denote
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certain special cases: reduced vowel (axx) in
various languages; “a” of Bangla; apical af-
fricates of Marathi; special r of Dravidian lan-
guages etc.

(g) Priority of suffixes: Some symbols may have
multiple suffixes. In such cases the following
is the priority (in decreasing order): x h q n

3. Notes on Matras, Diphthongs and Halant:

(a) The label for a vowel matra is the same as
that of the vowel.

(b) The label of a diphthong is generated as a
concatenation of the labels of the correspond-
ing vowel. The exceptions to this rule are
“ae”, “ea” and “eu”; these are monophthongs.

(c) The halant in Indian scripts denotes the ab-
sence of the implicit “a” in Indian consonant
characters. It is not a sound and hence there
is no label for halant. The morphological
analyser of the language deletes the implicit
“a” when a halant is present in the script.

(d) Punctuation marks: The ’transliteration’
module will retain the punctuation marks
(exception: ’|’ and “||” will be replaced by
fullstops); these are useful for prosody gen-
eration. The morphological analyser will re-
move the punctuation marks while generating
the word/phone level transcription.

4. Language specific notes: North-eastern languages
have sounds (and labels) specific to a subset of the
languages. Wherever required, a set of additional
phonemes are defined.

Ideally, once the phones are generalised, context-
independent models of acoustically similar phones across
languages, can be combined. A compact set of acous-
tic models can be obtained to derive the time aligned
phonetic transcriptions for the speech data. As this is
the first attempt at a common phoneset for Indian lan-
guages, individual phone models are built for each of the
languages using the aligned data.

4.2. Question Set
A question set is the primary requirement for tree-based
clustering in an HMM-based speech synthesis system. A
decision tree, that is similar to a binary tree with a yes/no
question at each node is used. Relevant linguistic and
phonetic classifications are included which enable accu-
rate acoustic realisation of a phone. The question at each
node of the tree is chosen such that there is a gain in the
likelihood. Depending upon the answers, the phonemes
for every language are split into categories, which are
then tied. In the common question set, 60 common ques-
tions are formulated. Given that a common phoneset has
been defined, a common question set was prepared for
the languages. This set is a super set of questions across
all Indian languages. This common question set that has
been tested for 13 Indian languages. The number of ques-
tions in the common question set is fixed regardless of the
language, since irrelevant entries in the question set are
ignored while clustering [8].

5. Indian Language Synthesiser
5.1. Data Preparation

The wave files and the corresponding label files are re-
quired for building the HTS system. The common phone
set for all the six languages are derived as described
in Section 4.1. Common acoustic models, five minutes
of speech data (phonetically balanced) for the language
Tamil is considered as a representative for Telugu and
Malayalam. For Aryan languages Hindi is chosen as
the starting point for Marathi and Bengali. To gener-
ate unique phoneme models for the rest of the languages,
few sentences are chosen in each language. Time-aligned
phonetic transcriptions are obtained for this data by seg-
menting manually at the phoneme level using visual rep-
resentations such as waveforms and the corresponding
spectrograms. Monophone HMMs for all the phonemes
are generated using the label files obtained. With these
models, forced Viterbi alignment is performed iteratively
to segment the rest of the data. This work is distinctly
different from polyglot synthesis as in [11, 12] in that
no attempt is made to generate common phones across
different languages using the monphones from multiple
languages. It is an attempt like the global phone project
as in [13] to quickly build speech recognisers for various
languages. This is also unlike the effort in [14], where
speakers are clustered to produce a monolingual synthe-
siser for a new language with little adaptation data.

The effort in this paper is to primarily address the
non-availability of annotated data for Indian languages.
Further, there are at best only small vocabulary isolated
word/isolated phrase recognition systems. Therefore, to
obtain good initial monophone HMMs, a small amount of
data must be manually transcribed. To reduce the effort
required in manual transcription, two languages Hindi
(Aryan) and Tamil (Dravidian) are first chosen, for which
about 5 mins of data is manually transcribed. For lan-
guages that have additional phones, a few sentences from
the given language are transcribed. This data is used
to initialise the monophone HMMs. These monophone
HMMs are used to force-align all the data of the appro-
priate group the language belongs. The HMM models are
iteratively re-estimated using embedded re-estimation.
Ultimately a set of language dependent HMMs are pro-
duced.

Summarising:

1. Time-aligned phonetic transcriptions are derived,
for 5 mins of Tamil/Hindi speech data (phoneti-
cally balanced) manually and few sentences from
each language to include unique phonemes in each
language, using visual represenations such as wave-
forms and the corresponding spectrograms.

2. Using this data, context-independent phonemes
models are trained (isolated-style training)

3. Using these models and the phonetic transcriptions
(using the common phone set), the entire speech
data is segmented using forced-Viterbi alignment.

4. Using the newly derived time-aligned phonetic
transcription (phone-level label files), new context-
independent phoneme models are trained.

5. Steps 3 and 4 are repeated N times (N = 5, here).
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6. After N iterations, the HMMs are used to segment
the entire speech data, again. These boundaries
are considered as final boundaries.

5.2. Experimental Setup

Developing an HMM-based speech synthesis systems in-
volves a training and synthesis phase. The training phase
primarily requires the utterance structures, that are de-
rived from Festival[15]. A 105 dimensional feature vector
consisting of Mel-generalised cepstral (mgc) coefficients
(35) their delta (35), and acceleration coefficients (35),
3 dimensional excitation features, that is, log F0 and its
dynamic features are extracted from the speech files. In
addition to this, the utterances are used to obtain contex-
tual features (53 features), namely, number and position
of words, syllables and phonemes, phrase breaks, stress of
the subword units, which are in turn used to generate the
context-dependent label files. From the parameters ex-
tracted, four-stream monophone models with five states
and a single mixture component per state are generated
for all 39 phonemes in the database. Five-stream dura-
tion models, with a single state and a single mixture com-
ponent per state, are also generated for each phoneme.
Using the common question set, tree-based clustering is
carried out and context-dependent models are trained.

6. Performance Evaluation

To give perspective to the HTS based system, the HMM
based speech synthesis system is compared with the
syllable-based USS systems developed in [7]. Since In-
dian languages are syllable-timed and syllable is the
fundamental production unit [16, 17], it is shown in
[7, 16, 18, 19] that syllable-based synthesisers can
be built for Indian languages with a minimal ques-
tion set in the festival [15] framework. The festi-
val based speech synthesis systems can be accessed at
http://www.iitm.ac.in/donlab/festival/. These sys-
tems have been developed by a consortium of 12 Institu-
tions across India and represents a set of reasonable qual-
ity text-to-speech synthesis systems developed for Indian
languages. The UTF-8 encoding of the graphemes that
correspond to the syllables of a language are directly used
to build the systems. Part-of-speech taggers, tones and
break indices markers are not readily available for all the
Indian languages. Therefore, they are not used in build-
ing the synthesis systems. Similar to cluster unit based
concatenative synthesis, cluster units are made from a
syllable inventory. A semiautomatic algorithm [20] is
used to build an inventory of syllables. As festival is pri-
marily phoneme-centric, festival had to be modified to
use syllable as a fundamental unit. A set of hand-crafted
rules were developed to cluster at the syllable-level. For
example, the number of units in the leaf is reduced to
20, syllables are clustered based on their position in the
word, optimal coupling is turned off, etc. For details,
refer to the [7]. The number of frequently used sylla-
bles is no more than 300 [21], but the syllable distribu-
tion has long tails. Fallback units to the akshara (CV)
and phonemes are provided. These units are obtained by
force-alignment at the syllable-level.

6.1. Building HTS based systems
Initially HMM-based speech synthesis systems were built
for only Tamil and Hindi using the common phone set
and common question set. Extensive experiments were
performed to arrive at an optimal amount of data re-
quired for each of the languages. Starting from one hour
data, increasing in steps of an hour it was observed that
the system performance did not improve significantly be-
yond 5 hours of data. This evaluation was obtained by
performing informal MOS tests. Based on the study on
Tamil and Hindi, the systems for all six languages are
built using five hrs of data 3. The MOS is obtained for
each language using sentences that are obtained from the
web. Two different MOS scores are given in the Table
1. One is based on naturalness and the other is based
on intelligibility. In the Table, the MOS for Tamil and
Hindi corresponds to degradation MOS. This is reported
based on the advice by [22]. Word-error-rates (WER)
were obtained on semantically unpredictable sentences
for Tamil and Hindi. The WER is indicated by W in
the Table 1. The average number of subjects across the
languages is about 30. The scores in Table 1 reveal that
the MOS varies between 3.5 and 3.8 in terms of intelli-
gibility, while it varies between 3.2 and 3.5 in terms of
naturalness. Further, the MOS scores for festvox-based
voices built [7] for the same languages, using 12 hrs of
speech data, is also presented in Table 1 along with the
MOS scores of HMM-based systems. This reiterates that
HMM-based systems outperform in terms of MOS for in-
telligibility, while the USS system yields better results in
terms of naturalness for all languages. The salient point
of the work presented here is that: given the common
Question Set, the only effort required to build a speech
synthesis for a new language is mapping of the language’s
graphemes to the common phone set.

The website for the HTS system for the six lan-
guages is http://www.iitm.ac.in/donlab/hts/. Most
languages support UTF-8.

7. Conclusion
HMM-based speech synthesis systems are built for six
Indian languages, namely, Tamil, Malayalam, Telugu,
Hindi, Marathi and Bengali. Owing to the phonetic sim-
ilarities among Indian languages, a common phone set
and a common question set are derived, thereby simpli-
fying the task of building TTSes for Indian languages.
Common acoustic models are built to hasten segmenta-
tion process. The MOS obtained for the six languages is
slightly less than 3.0 in terms of naturalness, while it is
higher than 3.0 in terms of intelligibility. As the phone
set and question set are now generalised, a multilingual
system can be developed by using adaptation techniques.
Currently using the idea of the common phoneset and
question set, another set of seven Indian languages TTSes
in both the festival and HTS framework are at different
stages of development. The success of the synthesiser
does pave the way for polyglot based synthesisers for In-
dian languages. In particular, most Indians are trilingual
(English, mother tongue and Hindi). Extending the idea
of the common phone set to include languages that have

3At the time of this writing HMM based systems have been
developed for 13 languages
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Table 1: MOS for Speech Synthesised Using HTS and USS for different Indian Languages. N corresponds to naturalness,
I corresponds to intelligibility, W corresponds to word error rate (in %)

Method Tamil Telugu Malayalam Marathi Bengali Hindi
N I W N I N I N I N I N I W

HTS 2.97 3.72 6.61% 2.94 3.2 2.82 2.97 2.57 3.24 2.9 3.6 3.0 3.77 3.28%
USS 3.23 3.49 7.52% 3.01 2.65 3.33 4.1 3.84 3.58 3.56 3.59 3.597 3.602 7.02%

origins in Sino Tibetan and Austric, it should be possible
to have the same voice speaking any Indian language.
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